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Abstract- The commonly used data mining techniques in the 

field of agriculture. Some of these techniques, such as the k-

means, the k nearest neighbor, Artificial Neural 

Networks(ANN),Support Vector Machines (SVM) and bi-

clustering are discussed and an application in agriculture for 

each of these techniques is presented. Yield prediction is a very 

important agricultural problem that remains to be solved based 

on the available data. The problem of yield prediction can be 

solved and It is our opinion that efficient techniques can be 

developed and tailored for solving complex agricultural 

problems using data mining. 
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I. INTRODUCTION 

In Indian agriculture, the volume of data is enormous. 

The data when become information is highly useful for many 

purposes. The conventional and traditional system of data 

analysis in agriculture is purely dependent on statistics. Data 

mining is a modern data analysis technique. It has wide range of 

applications in the field of agriculture.  

Data mining is the process of discovering previously 

unknown and potentially interesting patterns in large datasets. 

The mined information is used for representing as a model for 

prediction or classification. Datasets from the agricultural 

domain appear to be significantly more complex than the 

datasets traditionally used in machine learning. Data mining is 

mainly categorized as descriptive and predictive data mining. 

But in the agriculture area, predictive data mining is mainly 

used. There are two main techniques namely classification and 

clustering.  

The data can be analyzed in a relational database, a 

data warehouse, a web server log or a simple text file. Analysis 

of data in effective way requires understanding of appropriate 

techniques of data mining.  In this paper describe an overview of 

Data Mining techniques applied to agricultural and their 

applications to agriculturalrelated areas. Yield prediction is a 

very important agricultural problem. Any farmer is interested in 

knowing how much yield he is about to expect.The yield 

prediction problem can be solved by employing Data Mining 

techniques such as K Means, K nearest neighbor (KNN), 

Artificial Neural Network and support vector machine (SVM). 

Research paper aims at finding suitable data models that achieve 

a high precision and a high generality with respect to four 

parameters namely rainfall, year, production and area of sowing. 

II. DATA MINING TECHNIQUES 

Data Mining techniques are mainly divided in two 

groups, classification and clustering techniques [6]. 

Classification techniques are designed for classifying unknown 

samples using information provided by a set of classified 

samples. This set is usually referred to as a training set as it is 

used to train the classification technique how to perform its 

classification. Generally, Neural Networks [3,4,5] and Support 

Vector Machines [7], these two classification techniques learn 

from training set how to classify unknown samples.   

Another classification technique, K- Nearest Neighbor 

[8], does not have any learning phase, because it uses the 

training set every time a classification must be performed. A 

training set is known, and it is used to classify samples of 

unknown classification. One of the most used clustering 

technique is the K-Means algorithm [9].  

A. The k-means approach  

The k-means is a data mining technique for clustering. 

Given a set of data with unknown classification, the aim is to 

find a partition of the set in which similar data are grouped in 

the same cluster. The measure of similarities between data 

samples is provided using a suitable distance: samples that are 

close to each other are considered similar. The parameter k in 

the k-means algorithm plays an important role as it specifies the 

number of clusters in which the data must be partitioned.  

The idea behind the k-means algorithm is quite simple. 

Given a certain partition of the data in k clusters, the centers of 

the clusters can be computed as the mean of all samples 

belonging to a cluster. The center of the cluster can be 

considered as the representative of the cluster, because the 

center is quite close to all samples in the cluster, and therefore it 

is similar to all of them. It follows that a cluster contains similar 

data if all its samples are closer to its center and not to the center 

of some other cluster. Therefore, when samples belonging to a 

cluster are closer to the center of a different cluster, the k means 

algorithm moves the corresponding data samples from their 

original cluster to the new cluster. 

B. The k nearest neighbor approach  

The k nearest neighbor (k-NN) is a technique for 

classification. A training set is known, and it is used to classify 

samples of unknown classification. The basic assumption in the 

k-NN algorithm is that similar samples should have similar 

classification. As in the k-means approach, the similarities 

between samples are measured using suitable distance functions.  

The parameter k shows the number of similar known 

samples used for assigning a classification to an unknown 

sample. Given an unknown sample, its distances from all 

samples of the training set are computed, and the k nearest 

known samples are located. Then, the most frequent 

classification among known neighbor samples is assigned to the 

unknown sample  

The k-NN method provides a very simple classification 

rule, but it can be quite expensive to perform. For each unknown 

sample, its distances from all known samples need to be 

computed, and this procedure can have a high computational 

cost. The k-NN method uses the information in the training set, 

but it does not extract sample needs to be classified. For this 

reason, many techniques have been developed with the aim of 

reducing the training set to the minimum indispensable number 
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of samples which keeps intact the quality of the classification 

performed by the k-NN. 

C. Bi-clustering   

Bi-clustering of a set of data, is actually a technique for 

classification. typical expressions employed when dealing with 

classification techniques, such as “classes of samples”, and with 

clustering techniques, such as “partition in (bi)clusters”, will be 

both used in the following discussion.  

A set of data is basically formed by samples, which are 

represented by a sequence of features that are considered to be 

relevant for the representation of the samples. Instead of 

considering samples only, bi-clustering aims at finding 

simultaneous classifications of samples and of their features. 

Moreover, if a training set is known, a bi-clustering can be 

constructed by exploiting this training set. The corresponding 

partition in bi-clusters is able to associate subgroups of samples 

to subgroups of features, so that the features causing the 

classification of the training set are revealed. This information 

can then be exploited for performing classification of samples 

which do not belong to the training set.  

In order to perform correct classifications, it is very 

important that the found  bi-clustering is consistet. However, 

reallife sets of data do not usually allow for consistent bi-

clustering. This is due to the fact that some features used for 

representing the samples actually do not represent the data very 

well. Such features need therefore to be removed from the set of 

data, while the total number of considered features is maximized 

in order to preserve the information in the training set. This 

problem can be formulated as a 0–1 linear fractional 

optimization problem, which is NP-hard [14].   

This technique has been used so far for analyzing gene 

expression data [3, 15], where samples may represent diseases, 

human tissues, etc., but also for studying brain dynamics in 

patients aff ected by epilepsy [16]. In this paper, we use the 

technique for analyzing diff erent wine fermentations by using 

data experimentally measured during the first 150 hours of the 

fermentation process. Our main aim is to predict problematic 

fermentations in time for an enologist to interfere with the 

process and ensure that the fermentation could end regularly and 

smoothly. Compounds are regularly measured from diferent 

wine fermentations of the Cabernet sauvignon.  

D. Artificial Neural Network  

Artificial Neural Network is a new technique used in 

flood forecast. The advantage of ANN system over the other 

system is it can model the rainfall also it predicts the pest attack 

incidence for one week in advance. Data mining tools are 

beginning to show value in analyzing massive data sets from 

complicated systems and providing high-quality information 

(White and Frank, 2000). An artificial neural network (ANN) is 

an attractive alternative for building a knowledge-discovery 

environment for a crop production system. An ANN can use 

yield history with measured input factors for automatic learning 

and automatic generation of a system model. In the past few 

years, several yield simulation models have been built. Ambuel 

et al. (1994) used a fuzzy logic expert system to predict corn 

yields with promising results. The functional relationship using 

the fuzzy logic expert system was expressed linguistically 

instead of mathematically. 

E. Support Vector Machine 

 SVM is able to classify data samples in two disjoint 

clusters. SVM are a set of related supervised learning method 

used for classification and regression. i.e. the SVM can build a 

model that predicts whether a new example falls into category or 

the other. A support vector machine is a concept is statistics and 

computer science for a set of related supervised learning 

methods that analyze data and recognize patterns used for 

classification and regression analysis. The SVM takes a set of 

input data and predicts for each given input which of two 

possible classes forms the input making the SVM a 

nonprobabilistic binary linear classifier. An SVM is used in 

model building which is a representation of the examples as 

points in space, mapped so that the examples of the separate 

categories are divided by a clear gap that is as wide as possible. 

New examples are then mapped into that same space and 

predicted to belong to a category based on which side of the gap 

they fall.[1],[2] 

F. Bayesian network  

Bayesian network is a powerful tool for dealing 

uncertainties and widely used in agriculture datasets. Bayesian 

network is a graphical model which encodes probabilistic 

relationship among variable of interest when it is used with 

statistical technique, the graphical model has several advantages 

for data analysis. This technique explicitly deals with 

uncertainty of data and relationships, and can include both 

qualitative and quantitative variable. It facilitates effective 

communication with stakeholders, while promoting a focus on 

key variables and relationships of the system, rather than being 

bogged down in details.[17][18]   

III. APPLICATION OF DATA MINING TECHNOLOGY 

IN AGRICULTURE 

There are several applications of Data Mining 

techniques in the field of agriculture. Some of the data mining 

techniques are related to weather conditions and forecasts. For 

example, the K-Means algorithm is used to perform forecast of 

the pollution in the atmosphere [10], the K Nearest 

Neighbor(KNN) is applied for simulating daily precipitations 

and other weather variables [11], and different possible changes 

of the weather scenarios are analyzed using SVMs [12]. K-

Means approach to analyze color images of fruits as they run on 

conveyor belts. Shahin MA et al. [13] uses X-ray images of 

apples to monitor the presence of water cores, and a neural 

network is trained for discriminating between good and bad 

apples. 

A. Application of K-means to evaluate soil fertility  

Weighted K-means clustering algorithm can be used to 

evaluate the soil fertility. The algorithm uses AHP to get the 

weight of soil nutrient attributes. Then combined with K-means 

clustering algorithm. Finally through the operational efficiency 

and accuracy to determine the optimal classification, that can 

improve the clustering algorithm of intelligent. The algorithm 

and the traditional K-means clustering algorithm are used in the 

comparison, tests showed that the weighted K-means clustering 

algorithm has a better accuracy, operational efficiency, 

significantly higher than the un-weighted clustering algorithm; 

Comprehensive evaluation of the changes in soil nutrients after 

precision fertilization that used algorithm. The soil fertility 

status has a significantly improvement after years of continuous 

precision fertilizing. The results show that the improved 

clustering algorithm is a good method to comprehensive 

evaluation of soil fertility 

B. Climate forecasting 

Knowing the weather a day or a week in advance is 

very important especially in agriculture. Weather forecast can 
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influence decisions, in order to avoid unwanted situations or to 

take advantage of favorite weather conditions. The variability of 

the climate is indeed one of the most important factors that 

seriously impacts agricultural production.While TV channels or 

journals are able to provide quite accurate forecasts of the 

weather in the next few days, it is still a big challenge 

forecasting the weather conditions 3 to 6 months ahead of time. 

These are the kinds of time intervals to deal with when working 

in agriculture. The uncertainty about the weather can be 

devastating in agriculture, because farmers may not be prepared 

to face the weather conditions that might occur. It can cause also 

poor productivity, because of the use of conservative strategies 

that sacrifice productivity to reduce the risk of losses. If the 

future weather conditions were known, this could be exploited 

for decreasing unwanted impacts and for taking advantage of 

expected favorable conditions. Most of the current climate 

forecasts are based on analysis on theEl Nin˜o-Southern 

Oscillation (ENSO). This phenomenon is characterized by three 

phases: warm (El Nin˜o), neutral and cool (La Nin˜a) phases.A 

k-NN algorithm is used for the recalibration of the precipitation 

outputs from the FSU-GSM (Florida State University Global 

Spectral Model) and FSU-RSM (Florida State University 

Regional Spectral Model) climate models. These climate models 

may not produce sufficiently accurate daily weather variable 

outputs to use in crop models. 

C. Prediction of problematic wine fermentations   

Problems occurring during the fermentation process of 

wine can impact the productivity of winerelated industries and 

also the quality of wine . Predicting how good the fermentation 

process is going to be may help enologists who can then take 

suitable steps to make corrections when necessary and to en-

sure that the fermentation process concludes smoothly and 

successfully. Therefore, more recently, supervised bi-clustering 

techniques have been applied to the dataset of wine 

fermentations.  

This technique can simultaneously solve two data 

mining problems. First, it is able to select the features, the 

compound measurements, that are actually relevant in the 

fermentation process, so that useless data can be discarded, and 

compounds that may cause problematic fermentations can be 

identified. Second, the information that is acquired by finding 

bi-clusterings of the dataset can be exploited for performing 

classifications of new fermentations. Therefore, we can 

basically perform feature selections and supervised 

classifications at the same time by using this technique.  Each 

fermentation is here represented by a sample containing all 

compound measurements taken from the same fermentation 

process at different times. The technique is able to perform 

good-quality predictions of problematic fermentations. 

D. Estimating soil water parameters 

Certain soil parameters are specified. Among these 

parameters, the ones usually denoted by 94 4 k-Nearest 

Neighbor Classification the symbols LL, DUL, and PEWS are 

mostly used. LL is the lower limit of plant water availability; 

DUL is the drained upper limit; PESW is the plant extractable 

soil water. Unfortunately, these parameters are usually 

unknown. The available information about the soils usually 

concerns their texture, indicating the percentage of clay, silt, 

sand and organic carbon in the soil. If there is a relationship 

between the texture information and the parameters needed for 

the simulation models, then this relationship can be used for 

obtaining the needed parameters. 

The k-NN method can be considered a reasonable 

alternative to address this category of problems The application 

discussed in the following and the one discussed in the previous 

section have some authors in common. This shows how the 

same methodology can be applied to different problems. 

Experimental observations show that soils having similar 

textures also have similar values for the LL, DUL and PESW 

parameters. Let us suppose then that a database is available 

where soil data are collected by their textures and LL, DUL and 

PESW parameters. Let us consider now another soil, whose LL, 

DUL and PESW parameters are unavailable. In order to find an 

approximation of the needed parameters, the texture of the new 

soil can be compared to the textures of the soils in the database. 

The soil under study most likely has LL, DUL and PESW 

parameters similar to those of the nearest soils in the database. 

The distances between soils are based in this case on 

percentages of clay, silt, sand and organic carbon in the soils. 

This strategy is nothing else but the k-NN method. 

CONCLUSION 

Several Data mining techniques used in agriculture 

study area. We are discussed the few techniques here. Also one 

technique called K means method is used to forward the 

pollution in atmosphere. Different changes of weather are 

analyzed using SVM. K means approach is used to classify the 

soil and plants. Wine fermentation process monitored using 

Data mining techniques.The applications that use the K-Means 

approach , utilize only the basic algorithm, while many other 

improvements are available. 

In conclusion, it is our opinion there is a lot of work to 

be done on this emerging and interesting research field. The 

multidisciplinary of this research field is very important, 

because mathematicians and computer scientists can help 

agronomists in finding complex solutions to these complex 

problems. We believe that the use of more complex techniques, 

such as bi-clustering and high-performing computational 

systems, such as parallel computers, in data mining, will help 

solving complex problems in agriculture-related fields.  
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