
 

 

International Journal of Trend in Research and Development, Volume 11(2), ISSN: 2394-9333 

www.ijtrd.com  

IJTRD | Mar – Apr 2024 
Available Online@www.ijtrd.com     13  

Customer Attrition Prediction 

1
G. Nishith Reddy, 

2
G. Sai Karthik, 

3
M. Priyanka and 

4
J. Spandana, 

1,2,3
UG Student, 

4
Assistant Professor,  

1,2,3,4
Department of CSE, CMR College of Engineering & Technology, Hyderabad, Telangana, India 

 

 

Abstract: In the dynamic realm of e-commerce, where 

customer retention is paramount, predicting customer attrition 

becomes a crucial aspect for ensuring business sustainability 

and growth. This study introduces an innovative machine 

learning model designed to provide precise forecasts of 

customer attrition.Utilizing a meticulously curated dataset 

extracted from An online retail (E commerce) company, the 

model employs advanced algorithms to discern patterns 

indicative of potential churn. By integrating predictive 

analytics, the model equips e-commerce businesses with a 

proactive means to implement targeted strategies, such as 

personalized promotions and enhanced customer service, thus 

mitigating the risk of losing valuable customers. This research 

not only contributes to optimizing customer retention efforts in 

the e-commerce ecosystem but also sheds light on the evolving 

landscape of customer dynamics, emphasizing the necessity of 

adaptive strategies in an ever-changing market. 
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I. INTRODUCTION 

TIn the ever-evolving landscape of e-commerce, understanding 

and predicting customer attrition are paramount for businesses 

seeking sustained success. This study delves into the 

multifaceted realm of customer churn prediction, utilizing a 

diverse range of methodologies to enhance predictive 

capabilities by extracting valuable insights from a complex 

tapestry. Zhang's seminal work at the Beijing Institute of 

Technology [1] serves as the bedrock of our exploration, 

providing a systematic approach to establishing and applying 

customer churn prediction models.  

His foundational contribution has steered subsequent 

advancements, acting as a guiding light for researchers 

navigating the complexities of the e-commerce landscape. 

Building upon Zhang's work, Saghir et al. [2] contribute 

significantly by exploring neural network-based individual and 

ensemble models. This research injects a layer of 

sophistication into predictive techniques, recognizing and 

addressing the escalating intricacies of e-commerce dynamics. 

Additionally, Wu and Meng's investigation into customer 

segmentation and Ada-Boost reflects the industry's 

commitment to integrating diverse methodologies, thereby 

enhancing the accuracy and robustness of predictive models. 

 In the vibrant e-commerce ecosystem, where customer 

attrition stands out as a pivotal challenge, a nuanced approach 

is imperative. The interplay of factors such as shifting market 

trends, competitor strategies, and evolving consumer 

preferences demands a dynamic predictive model.  

Understanding the intricate dance between these variables 

becomes not only a strategic advantage but a necessity for 

businesses looking not just to retain their customer base but 

also to foster sustainable growth amidst the ever-changing 

landscape. As the e-commerce landscape matures, traditional 

approaches to customer retention reveal their limitations. 

Shao's analysis of an insurance company's customer loss using 

a neural network [5] underscores the need for sophisticated 

predictive methodologies that transcend conventional 

paradigms. 

The amalgamation of AI-driven techniques, exemplified by 

Feng et al.'s research on churn prediction based on comment 

emotional tendency and neural network [8], reflects the 

industry's commitment to adapting and innovating in response 

to evolving challenges. The shift toward advanced predictive 

methodologies is indicative of a broader industry realization 

that traditional models fall short in capturing the intricacies of 

customer behavior. This study, situated within this evolving 

landscape, aspires to synthesize insights from various research 

streams.  

By adopting a comprehensive approach, we aim to provide 

businesses with predictive tools that not only navigate current 

complexities but also proactively anticipate future challenges. 

In doing so, we endeavor to contribute to the resilience of 

businesses, ensuring sustainable growth in the face of the ever-

shifting tides of the e-commerce landscape.  

II. RELATED WORKS 

As the e-commerce industry confronts the persistent challenge 

of customer retention, an array of studies has delved into 

multifaceted methodologies aimed at predicting and mitigating 

customer attrition. This comprehensive review scrutinizes 

machine learning approaches employed across diverse 

industries, illuminating their triumphs and proffering insights 

into the potential adaptability of these techniques within the 

nuanced landscape of e-commerce. 

A. Machine Learning Approaches 

The efficacy of machine learning approaches, spanning from 

intricate decision trees to powerful ensemble methods, has 

been prominently demonstrated in the prediction of customer 

attrition across various sectors. These methodologies, adept at 

dissecting intricate customer behaviors and discerning nuanced 

preferences, furnish invaluable insights that can fundamentally 

shape targeted retention strategies. This section meticulously 

unpacks the pivotal findings gleaned from pertinent studies, 

laying a robust foundation for the judicious application of 

machine learning methodologies in the specific context of our 

e-commerce-focused research. 

B. Decision Trees: Unraveling Customer Behavior 

Decision trees, a stalwart in machine learning, have emerged as 

a cornerstone in understanding and predicting customer 

attrition. Noteworthy research by experts such as Landis and 

Koch [9] has exemplified the prowess of decision trees in 

dissecting intricate datasets, mapping out decision pathways 

that mirror the complex interplay of variables contributing to 

customer churn. The interpretability of decision trees stands as 

a testament to their utility, providing businesses with 

actionable insights derived from a transparent decision-making 

process. 
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C. Deep Learning Paradigms: Unveiling Complex Patterns 

In tandem with traditional machine learning approaches, deep 

learning paradigms have emerged as powerful tools for 

predicting and understanding customer attrition. This section 

explores the nuances of deep learning, shedding light on its 

potential to unravel complex patterns inherent in vast and 

intricate e-commerce datasets. 

D. Neural Networks: Mimicking Human Decision-Making 

The advent of neural networks, mirroring the intricate 

decision-making processes of the human brain, has opened 

new frontiers in predicting customer attrition. Shao's [5] 

analysis of an insurance company's customer loss, grounded in 

neural networks, showcases the adaptability of neural networks 

in discerning intricate patterns indicative of customer churn. 

The neural network-based individual and ensemble models 

studied by Saghir et al. [2] further highlight the dynamic 

interplay between individual models and collective intelligence 

in capturing nuanced customer behaviors. 

E. Transfer Learning and Real-World Integration 

In the pursuit of advancing predictive accuracy, transfer 

learning methodologies and the practical integration of 

machine learning models into real-world e-commerce 

scenarios have gained prominence. This section probes into the 

intricacies of transfer learning and the challenges and 

opportunities associated with seamlessly integrating predictive 

models into the dynamic landscape of e-commerce. 

Transfer learning, akin to learning from past experiences to 

tackle new challenges, has proven to be a strategic tool in 

enhancing the predictive prowess of machine learning models. 

As e-commerce datasets continue to evolve, the potential for 

transfer learning to leverage historical insights becomes 

paramount in refining customer attrition predictions. 

Machine learning approaches, particularly those grounded in 

customer segmentation, offer a nuanced understanding of 

diverse customer cohorts. Lu et al.'s [6] research on customer 

value segmentation based on RFM (Recency, Frequency, 

Monetary) parameters exemplifies the potential for tailoring 

predictive models to the unique characteristics of various 

customer segments. The integration of customer segmentation 

with deep learning approaches can provide a holistic 

understanding of customer attrition, paving the way for targeted 

interventions. 

F. Real-World Deployment: Bridging the Gap Between 

Theory and Practice 

The effectiveness of machine learning approaches in 

predicting customer attrition is ultimately gauged by their 

seamless integration into real-world e-commerce scenarios. 

Clinical assessments conducted by Baskar et al. [10] in 

oncology and development of a multi-task learning model for 

predicting surgical site infection underscore the imperative of 

translating theoretical advancements into tangible real-world 

applications. Challenges, such as handling complex imaging 

scenarios in medical diagnostics, parallel the intricacies faced 

in e-commerce customer attrition prediction, emphasizing the 

need for pragmatic solutions.  

 

 

Figure1:Model Architecture

III. PROPOSED SYSTEM 

In response to the challenges faced by the e-commerce 

industry in retaining customers, our proposed system aims to 

leverage advanced machine learning techniques for effective 

churn prediction and mitigation. Building upon the insights 

gained from related studies, our system integrates various 

methodologies to create a robust framework tailored for the e-

commerce landscape.The initial phase involves thorough data 

preprocessing and exploration. We employ Python libraries 

such as Pandas, Matplotlib, and Seaborn to gain valuable 

insights into the dataset. Exploratory Data Analysis (EDA) 

techniques, including visualizations and statistical analyses, are 

applied to understand the distribution of categorical and 

numerical features, detect outliers, and handle missing values. 

 

To enhance the predictive capabilities of our model, we delve 

into feature engineering and transformation. Categorical 

variables undergo label encoding to facilitate their integration 

into machine learning algorithms. Additionally, we explore 

correlations among features and visualize their importance 

using techniques like a correlation heatmap and feature 

importance plots.Our system employs decision tree and random 

forest classifiers, chosen for their ability to handle imbalanced 
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datasets and provide interpretable results. Hyperparameter 

tuning is conducted using GridSearchCV to optimize model 

performance. The decision tree and random forest models are 

then trained on the preprocessed dataset. 

A comprehensive evaluation of the models includes metrics 

such as accuracy, F1 score, precision, recall, and log loss. 

Confusion matrices and Receiver Operating Characteristic 

(ROC) curves aid in assessing the performance and 

interpretability of the models. Feature importance plots further 

illuminate the key factors influencing customer 

churn.Recognizing the impact of outliers on model 

performance, our system incorporates outlier detection 

mechanisms. Z-scores are calculated for selected columns, and 

a threshold is set for identifying outliers. The training dataset is 

subsequently filtered to remove instances with z-scores above 

the threshold.The proposed system is implemented using 

popular machine learning libraries, including Scikit-Learn. The 

integration process ensures seamless deployment within the e-

commerce infrastructure, allowing for real-time customer 

churn prediction. 

IV. ALGORITHM 

A. Decision Tree Classifier: 

The Decision Tree algorithm serves as the cornerstone of our 

predictive modeling. Its hierarchical structure allows the 

system to make decisions based on the values of individual 

features, providing transparency and interpretability. To 

optimize performance, we conducted a grid search to fine-tune 

hyperparameters, including maximum depth, minimum 

samples split, and minimum samples leaf. The resulting 

Decision Tree model excels in identifying patterns and 

relationships within the dataset. 

B. Random Forest Classifier: 

Building upon the strengths of decision trees, our system 

incorporates the Random Forest algorithm to enhance 

predictive accuracy and robustness. This ensemble method 

creates a multitude of decision trees, each trained on a subset 

of the data, and combines their predictions to reduce 

overfitting. Through an extensive grid search, we fine-tuned 

hyperparameters such as the number of estimators, maximum 

depth, and maximum features, resulting in a Random Forest 

model capable of handling imbalanced datasets and providing 

reliable churn predictions. 

 

C. Outlier Detection and Handling: 

Recognizing the influence of outliers on model 

performance, our algorithms incorporate outlier detection 

mechanisms. Z-scores are calculated for selected columns, and 

instances with z-scores exceeding a predefined threshold are 

treated as outliers.The training dataset is then filtered to 

eliminate these outliers, ensuring that our models are trained 

on a more robust and representative dataset. 

D. Label Encoding for Categorical Variables: 

Categorical variables play a crucial role in understanding 

customer behavior. To incorporate these variables into our 

machine learning models, we employ label encoding. This 

process assigns a unique numerical value to each category, 

allowing the algorithms to effectively process and analyze 

categorical data. Our approach ensures that the models can 

leverage the rich insights provided by features such as 

preferred login device, city tier, preferred payment mode, 

gender, preferred order category, and marital status. 

E. Correlation Heatmap and Feature Importance: 

Understanding the relationships among features is vital for 

building effective predictive models. The algorithms utilize a 

correlation heatmap to visualize the interdependence of 

variables. Additionally, feature importance plots generated after 

model training shed light on the contribution of each feature to 

the predictive power of the algorithms. This insight aids in 

identifying key factors influencing customer churn. 

𝜌(𝑋𝑖 ,Xj) = cov(𝑋𝑖 ,Xj) ÷ σXiσXj  

V. DATA SET 

The dataset used for customer churn analysis encompasses 

diverse features related to customer behavior and preferences in 

an e-commerce setting. The dataset includes information from 

different customers and covers various aspects such as tenure, 

preferred login device, city tier, warehouse-to-home duration, 

preferred payment mode, gender, and more. 

Dataset Characteristics: 

Size: The dataset comprises 5630 customers with 20 attributes  

Attributes: The dataset includes attributes like Tenure, 

Preferred Login Device, City Tier, Warehouse to Home 

Duration, Preferred Payment Mode, Gender, Hour Spend on 

App, Number of Devices Registered, Preferred Order Category, 

Satisfaction Score, Marital Status, Number of Addresses, 

Complaints, Order Amount Hike from Last Year, Coupon 

Used, Order Count, Days Since Last Order, Cashback Amount, 

and more. 

Prior to analysis, the dataset underwent thorough 

preprocessing. 

Missing values were addressed by either imputation or 

removal, ensuring data integrity.Data types were standardized 

for consistency across attributes.Outliers were identified and 

appropriately handled to prevent skewed analysis. 

Exploratory data analysis was conducted to gain insights into 

the distribution and relationships within the dataset.A 

significant portion of customers prefers mobile phones as their 

login device.City tier distribution indicates a diverse customer 

base. 

 

Warehouse-to-home duration varies across the dataset.The 

target variable, Churn, signifies whether a customer has 

churned (1) or not (0). The dataset is imbalanced, with the 

majority of customers not exhibiting churn behavior. 

This customer churn dataset, meticulously curated and 

preprocessed, serves as a valuable resource to develop robust 

models for predicting and understanding customer churn in e-

commerce scenarios. 

Data Variable 

E Comm CustomerID 

E Comm Churn 

E Comm Tenure 

E Comm PreferredLoginDevice 

E Comm CityTier 

E Comm WarehouseToHome 

E Comm PreferredPaymentMode 

E Comm Gender 

E Comm HourSpendOnApp 

E Comm NumberOfDeviceRegistered 
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E Comm PreferedOrderCat 

E Comm SatisfactionScore 

E Comm MaritalStatus 

E Comm NumberOfAddress 

E Comm Complain 

E Comm OrderAmountHikeFromlastYear 

E Comm CouponUsed 

E Comm OrderCount 

E Comm DaySinceLastOrder 

E Comm CashbackAmount 

 

VI. RESULT 

The Customer Churn Prediction Model is designed to forecast 

customer churn based on various features. The model employs 

the Random Forest Classifier and has demonstrated a high 

level of accuracy and reliability. 

The model exhibits an exceptional accuracy score of 97.6%, 

indicating its ability to correctly classify instances of both 

churn and non-churn. 

Classification Metrics: 

 
Figure 4: Displaying important features 

The F1 score, which balances precision and recall, is 0.976. 

This high F1 score suggests a robust balance between precision 

and recall, crucial for a churn prediction model. 

Precision, measuring the accuracy of positive predictions, is 

0.976. This indicates that when the model predicts churn, it is 

correct 97.6% of the time.This implies that the model captures 

97.6% of actual churn cases. 

The Jaccard similarity score, indicating the intersection over 

union of predicted and true labels, is 0.953. This signifies a 

strong overlap between predicted and true churn instances. 

Additional Metrics: 

The log loss metric, measuring the accuracy of probability 

estimates, is 0.828. Lower log loss values indicate better 

performance. 

Confusion Matrix 

The confusion matrix provides a detailed breakdown of model 

predictions: 

True Positives (TP): 97.6% of actual churn cases correctly 

predicted. 

True Negatives (TN): 97.6% of non-churn cases correctly 

predicted. 

False Positives (FP): 2.4% of non-churn cases predicted as 

churn. 

False Negatives (FN): 2.4% of actual churn cases not predicted. 

 

 

Figure 3: Confusion matrix 

CONCLUSION 

The Customer Churn Prediction Model has showcased 

exceptional performance, boasting a remarkable accuracy score 

of 97.6%. This signifies its efficacy in identifying potential 

churners accurately, making it a valuable asset for businesses 

aiming to mitigate customer churn. 

The precision and recall scores, both standing at 97.6%, 

highlight the model's robust predictive power. These metrics 

underscore its ability to effectively discern and capture 

instances of actual churn. The business impact of this accuracy 

rate cannot be overstated, enabling businesses to implement 

targeted retention strategies with confidence. 

The balanced approach, as evidenced by low false positive and 

false negative rates (2.4% each), minimizes the risk of 

misidentifying loyal customers or overlooking potential 

churners. The model's log loss of 0.828 further solidifies its 

reliability, indicating a consistent alignment between predicted 

probabilities and observed outcomes. 

A closer look at the confusion matrix reveals the model's 

proficiency in correctly classifying both churn and non-churn 

instances. This precision translates into actionable insights for 

businesses seeking to refine their customer retention initiatives. 

In summary, the success of the Customer Churn Prediction 

Model positions it as a foundational element for ongoing 

enhancements. It serves as a dynamic tool for businesses, 

adapting to changing landscapes and ensuring enduring 

customer satisfaction and loyalty. 
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