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Abstract—Enterprise credit construction is not only related 

to the long-term development and lasting vitality of 

enterprises, but also an important means to promote the entire 

industry to enhance credit awareness and improve 

comprehensive competitiveness, and is the basic guarantee for 

the healthy operation of the national economy. With the 

vigorous development of China's modern logistics industry, in 

the face of fierce market competition, it has become an urgent 

problem for logistics companies to improve their credit brand, 

expand their credit reputation, and enable them to obtain more 

business opportunities in the operation of the modern logistics 

market. Therefore, this paper will draw on the successful 

experience of credit evaluation in other industries, combine the 

current situation of the logistics enterprise credit evaluation 

index system, and establish a set of logistics enterprise credit 

evaluation index system according to the principles of credit 

evaluation system construction. In this paper, Logistic 

regression, decision tree and random forest method are used to 

establish a credit evaluation model of logistics enterprises. 

After research, it is found that the three models have better 

prediction effects on the credit evaluation of logistics 

enterprises, and the random forest model has the best 

applicability in the credit risk evaluation of listed companies. 
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I.  INTRODUCTION 

Credit is the lifeblood of an enterprise's survival and 
development, and an "intangible asset" with extraordinary 
value. Enterprise credit construction is not only related to the 
long-term development and lasting vitality of enterprises, but 
also an important means to promote and promote the whole 
industry to enhance credit awareness and improve 
comprehensive competitiveness. With the vigorous 
development of China’s modern logistics industry, in the face 
of fierce market competition, it has become an urgent problem 
to be solved how logistics enterprises can improve their credit 
brand, expand their credit reputation, and enable enterprises to 
obtain more business opportunities in the operation of the 
modern logistics market.  

Data mining technology has developed rapidly in recent 
years. It can mine useful information from massive data, and 
has the advantages of high efficiency, flexibility and wide 
applicability. Therefore, it has been widely used in many fields 
and achieved remarkable results. Many scholars have begun to 
try to apply data mining technology to analyze and predict in 
the field of credit evaluation, and have come to the conclusion 
that data mining method is better than traditional statistical 
measurement method. Commonly used data mining methods 
are: decision tree, logistic regression, random forest, 
discriminant analysis, neural network, etc. 

  Although the credit evaluation methods in developed 
countries are constantly evolving, the credit analysis models 
are innovating. However, at present, the exploration of the 
construction and development of the integrity system of 

logistics enterprises in my country is still in its infancy, and the 
credit system of the entire industry has not yet been 
established. Therefore, this paper will draw on the successful 
experience of credit evaluation in other industries, and 
combine the status quo of the logistics enterprise credit 
evaluation index system to establish a set of logistics enterprise 
credit evaluation index system. In this paper, Logistic 
regression, decision tree and random forest method are used to 
establish a credit evaluation model of logistics enterprises. 

II. LITERATURE REVIEW 

In terms of the construction of enterprise credit evaluation 
indicators: Gao Lingyun has built a small and medium-sized 
enterprise credit rating index system including market 
evaluation, basic quality evaluation, business management 
evaluation, financial evaluation, technological innovation 
evaluation and credit activity records. On the basis of 
analyzing the factors affecting the credit risk of small and 
medium-sized enterprises, Wu Yan selected 20 indicators from 
six aspects: solvency, profitability, operation and management, 
capital utilization, credit status and development potential, and 
constructed a credit system for small and medium-sized 
enterprises. Due to the short development history of small and 
medium-sized enterprises in my country, the imperfect 
financial system, and the serious distortion of corporate 
financial information, it is not feasible to simply use financial 
indicators in practice. Many scholars have recognized the 
important supplementary role of non-financial indicators. Jiang 
Lingmin proposed a quantitative analysis model of financial 
factors from three perspectives of industry risk, operational 
risk and management risk, which solved the problem of too 
much subjectivity in the analysis of non-financial factors. 

In terms of research methods: Xia Liming established a 
credit risk evaluation model for small and medium-sized 
enterprises based on supply chain finance by using the grey 
analytic hierarchy process and the one-time threshold method. 
Wei Yun uses a combination of clustering and factor analysis 
to comprehensively evaluate the credit risk of SMEs. Liang Qi 
comprehensively uses financial indicators and corporate 
governance indicators, and uses robust logistic regression 
considering extreme value samples to construct a financial 
failure early warning model. Hu Haiqing used the support 
vector machine algorithm (SVM) to establish a credit risk 
assessment model, and compared it with the credit risk 
assessment model established by the BP neural network 
algorithm. 

In general, the shortcomings of the current research are 
mainly reflected in the following three aspects: First, there are 
few researches that consider enterprise credit risk evaluation 
based on the logistics industry, and more are to evaluate the 
credit risk from the small and medium-sized enterprises 
themselves. Second, the current logistics enterprise evaluation 
index construction methods are different, and the current 
industry does not have a comprehensive, scientific and 
authoritative index system. Third, the current corporate credit 
assessment methods are rich, but there are few literature 
studies on the comparative research of each model. 
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III. THE CONSTRUCTION OF INDEX SYSTEM 

The three-dimensional credit theory adopted in this paper is 
a popular innovative credit theory system in our country. It was 
proposed by Professor Wu Jingmei of Renmin University of 
China, and provided a basic theoretical framework for the 
construction of the credit evaluation index system of my 
country's logistics enterprises. The three-dimensional credit 
theory includes three dimensions: integrity, compliance, and 
compliance, covering credit activities in three aspects: the 
basic quality of credit subjects, social activities, and economic 
activities. Therefore, this paper selects 21 indicators from five 
aspects of enterprise peripheral risk, solvency, operating 
ability, profitability, and development ability. The indicator 
system is shown in Table 1.Finally, complete content and 
organizational editing before formatting. Please take note of 
the following items when proofreading spelling and grammar: 

TABLE I.  INDICATOR SYSTEM 

First-level indicator Secondary indicators     

Enterprise Peripheral 
Risk 

The number of administrative 
penalties and environmental penalties 
in the past two years 
The number of untrustworthy and 
abnormal operations of surrounding 
enterprises in the past two years 
The number of administrative and 
environmental protection penalties of 
surrounding enterprises in the past 
two years 

Solvency 

current ratio   
quick ratio 

 
equity ratio 

 
cash flow debt ratio 

 
assets and liabilities 

 
equity Multiplier     

Management capacity 

inventory turnover   
accounts receivable turnover 

 
current asset turnover 

 
fixed asset turnover 

 
total asset turnover   

Profitability 

return on equity   
return on assets 

 
net profit     

Development ability  

operating income growth rate 
 

net profit growth rate 
 

total asset growth rate 
 

net asset growth rate   

IV. MODEL BUILDING 

A. Data sources 

This paper selects listed and NEEQ logistics companies as 

the research objects, and according to the principle of data 

availability, determines the number of samples that conform to 

the untrustworthy behavior of logistics companies from 2000 

to 2019. The ratio of enterprises to normal enterprises, 

according to the ratio of 1:2, selects 217 normal credit samples 

in the same accounting period as the untrustworthy samples. 

The sample financial data comes from Guotaian database and 

Wind database. This paper takes whether the logistics 

enterprise is untrustworthy as the dependent variable (Y=0 

means that the enterprise is not untrustworthy, Y=1 means that 

the enterprise is untrustworthy), and uses the selected 21 

indicators as independent variables to conduct research. 

B. Data preprocessing 

1) Handling of missing values and outliers 

Through data review, it is found that there are missing 

values in financial variables such as current ratio, quick ratio, 

and property right ratio, and the proportion of missing values 

for each variable is less than 20%. Therefore, this paper uses 

the commonly used mean imputation method to supplement 

missing values. The outliers are processed by elimination 

method. 

2) Standardized processing 

In the constructed evaluation index system, since the units of 

variables are inconsistent, this paper processes the variable 

data through Z-value standardization to eliminate the 

dimensional relationship between variables. 

C. Model selection 

1) Logistic model 

The main purpose of logistic regression is to establish a 

model to find out the functional relationship between the 

probability of an event and each variable. Assuming an event 

occurs, Y=1, otherwise Y=0. P is the probability that the event 

occurs, 1-P is the probability that the event does not occur, P 

can be expressed as a linear function of the explanatory 

variable X, and the logistic model changes the equation to: 

Logit p = ln  
𝑃

1 − 𝑃
 = 𝑌 = 𝛽0 +  𝛽𝑖𝑥𝑖

𝑘

𝑖=1

+ 𝜀 

 
Then the probability of occurrence of the event returned by 

the logistic model is: 

𝑃 =
exp(β0 + β1x1 + ⋯+ βkxk)

1 + exp(β0 + β1x1 + ⋯+ βkxk)
 

 

The logistic model generally sets the threshold to 0.5, and 

the classification result can be expressed as: 

Label =   
1   𝑃 > 0.5
 0   𝑃 < 0.5

 
 

2) Decision tree 

The basic principle of decision tree is to find the best 

classification criteria by recursive cutting method, and then 

finally form rules. It can summarize decision rules from some 

data with numerous features and labels, and present these rules 

in a tree-like structure. The decision tree algorithm uses 

training data to establish a decision tree model according to the 

principle of minimizing the loss function, which usually 

includes three steps: feature selection, decision tree generation 

and decision tree pruning. 

3) Random forest 

Random forest is one of the decision tree learning methods. 

The decision tree learning method is a classification method 

composed of a tree structure, and the class probability is 

calculated in each branch. The decision tree starts with the root 

node and gradually builds up sub-trunks. The internal nodes of 

the sub-trunks are also called leaves. Each node represents a 

related index. The samples are classified according to the 

index, and the layers are progressive. Although the decision 

tree is easy to build and has a wide range of applications, it still 

has major defects. In order to improve the accuracy of decision 

trees, scholars have used iterative and bagging techniques. 

Random forest can be regarded as an enhanced version of 

bagging technology. By constructing a large number of random 

decision trees for classification, training multiple tree models, 

and obtaining the final classification result. 

D. Comparison of models 

In this paper, 70% of the sample data is randomly selected 
as the training set, and the remaining 30% of the sample data is 
used as the test set for evaluating the model performance. 
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Taking the initial indicators as model variables, the R4.0.4 
software was used to build the model. The classification 
evaluation standard is an important indicator to verify whether 
a classifier can classify accurately. The evaluation standards of 
the classification algorithm are: accuracy, precision, recall and 
F-value. In this paper, the confusion matrix (Table 2) is 
obtained according to the prediction results of the data test set, 
and the above four evaluation criteria are calculated to compare 
the pros and cons of different models. 

TABLE II.  TABLE STYLES 

 

A sample of 

dishonesty 
Unfaithful sample 

Samples predicted to be 

untrustworthy 
a b 

Predicted samples that are not 

discredited 
c d 

The accuracy rate refers to the proportion of correctly 
classified samples to the total number of samples, reflecting the 
overall performance of a classifier. The calculation formula is 
as follows: 

Accuracy =
𝑎 + 𝑑

𝑎 + 𝑏 + 𝑐 + 𝑑
 

 

The accuracy rate refers to the ratio of the number of 
correctly classified positive samples to the number of samples 
determined by the classifier as positive samples, which reflects 
the reliability of a model. The calculation formula is as 
follows: 

Precision =
𝑎

𝑎 + 𝑐
 

 

The recall rate refers to the ratio of the number of correctly 
classified positive samples to the number of real positive 
samples, which reflects the effectiveness of the model. The 
calculation formula is as follows: 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑎

𝑎 + 𝑏
 

 

The F-value is the harmonic mean of precision and recall, 
and is calculated as follows: 

𝐹 =
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

It can be seen from Table 3 that the random forest model has 
the highest accuracy rate, precision rate, recall rate and F-
value, and the accuracy rate is 83.7%, indicating that the model 
prediction effect is better. The random forest model can 
calculate the influence of the variable on the impurity of each 
node in the classification tree to determine the importance of 
the variable, as shown in Fig 1, so it is more suitable for the 
credit evaluation model of logistics enterprises. This also 
shows that random forests are not sensitive to multivariate 
collinearity, and are more robust in modeling missing data and 
unbalanced data, with the advantage that the number of 
independent variables can be as many as several thousand. 

TABLE III.  MODEL COMPARISON 

 
Accuracy precision recall F-value 

Logistic 

Regression 
0.6817 0.977 0.693 0.811 

Decision tree 0.727 0.841 0.757 0.797 

Random forest 0.837 0.954 0.827 0.886 

 

Fig. 1. Indicator importance 

CONCLUSION 

This paper selects 330 listed logistics companies in my 
country to conduct empirical research. Taking the company's 
ST as the criterion for poor credit status, a Logistic regression 
model, a decision tree model and a random forest model were 
established to classify and predict the credit status of listed 
companies. The final result shows: 

(1) The two models have better prediction effects on the 
last company's credit evaluation, and the random forest model 
has the highest accuracy of 83.7%, which shows that the 
random forest model has the best applicability in the credit risk 
evaluation of listed companies. 

(2) From the random forest model, it can be seen that the 
property right ratio, total net interest rate of total assets, 
inventory turnover rate, net profit growth rate, operating 
income growth rate, and fixed asset turnover rate are more 
important and have a greater impact on corporate credit. 
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