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Abstract— Recent advances in future generation sequencing
technologies have resulted in a tremendous raise in the rate at
which protein sequence data are being obtained. Protein
sequence analysis is a significant problem in functional
genomics. Feature selection techniques are capable of dealing
with this high dimensional space of features. In this paper, we
propose a feature selection algorithm that combines the
Improved Harmony Search algorithm with Rough Set Relative
Reduct for Protein sequences for faster and better search
capabilities.  The feature vectors are extracted from protein
sequence database, based on amino acid composition and K-
mer patterns or K-tuples and then feature selection is carried
out from the extracted feature vectors. The proposed
algorithm is compared with Improved Harmony Search
hybridized with Rough Set Quick Reduct approach. The
experiments are carried out on protein primary single
sequence data sets which are derived from PDB on SCOP
classification, based on the structural class predictions such as
all α, all β, all α+β and all α / β. The feature subset of protein
sequences predicted by both existing and proposed algorithms
are analyzed with the decision tree classification algorithms.
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I. INTRODUCTION

Feature Selection (FS) is an important part of
knowledge discovery. FS is used to improve the classification
accuracy and reduce the computational time of classification
algorithms [2]. FS is divided into the supervised and
unsupervised categories. When class labels of the data are
known, supervised feature selection can be applied, otherwise
unsupervised feature selection is appropriate.Proteins play a
fundamental role in all living organisms and are involved in a
variety of molecular functions and biological processes [4].
Proteins are composed of one or more chains of amino acids
and show several levels of structure. In fact, according to their
chain folding pattern, proteins are usually folded into four
structural classes such as all α, all β, all α + β and all α / β [3].
In this paper, the features are extracted from protein primary
sequence, based on amino acid composition and K-mer
patterns or K-tuples [1].

The rest of the paper is structured as sections II to
VI. Section II describes the proposed framework, Section III
specifies about the feature extraction method from protein
sequences, Section IVdescribes the feature selection
algorithms. The experimental analysis with the results and
discussion were described in Section V and the paper
concludes with future work in this area in Section VI.

II. THE PROPOSED FRAMEWORK

There are several strategies available for classifying
the protein sequences. The proposed model predicts the

optimal number of features that improves the classification
performance. In this study, the protein primary sequences are
collected from Protein Data Bank (PDB) in fasta format [3].
The fasta sequence file is used as input data to the PseAAC-
builder, a Web server, that constructs the protein feature space
using amino acid composition and amino acid K- tuples or K-
mer patterns [5].The generated features are real valued, but
the rough set theory best in dealing with discrete values.
Hence the real valued data are to be discretized. The
discretized values are the actual extracted feature set of this
study[6]. In the last step, the feature subset predicted by the
various feature selection algorithms are evaluated with
classification techniques using the WEKA tool [7].

III. FEATURE EXTRACTION

Protein sequences are consecutive amino
acid residues, and we regard them as text strings with an
alphabet A of size |A| = 20. Many feature extraction methods
have been developed in the past several years. Typically, these
methods can be classified into two categories. One is based on
amino acid composition [1]. The other one is an extension of
the atomic length from only one amino acid to K amino acid
tuple, where K is an integer and larger than one. We refer to it
as ‘K-tuple’, such as 2-tuple in [10].

In this paper, the features are extracted from
protein primary sequence, based on both amino acid
composition and K-mer patterns or K-tuples [1]. In Rough set
method, the decision table is constructed for dimensionality
reduction, which consists of conditional attributes and
decision attributes, A = (U, A U {d}) [9]. The features
extracted from protein primary sequence are considered as
conditional attributes. In this paper, conditional attributes set
A consists of K-mer patterns or K-tuples of compositional
values of the 20 amino acid in protein primary sequences. The
four structural classes such as all α, all β, all  α + β and all α /
β are considered as decision attribute d as shown in Table 1.

The protein feature vector constructed using amino
acids composition that represents a simple sequence that is
widely used in prediction of various structural aspects. When
K=1,the features are constructed from 20 amino acids A, C,D,
E, F, G, H, I, K, L, M, N, P, Q, R, S, T, V, W, Y which are
denoted as A1, A2,…, A19, and A20, and the number of
occurrences of Ai in the sequence that is denoted as xi, the
composition vector is defined as (x1/L, x2/L,…, xi/L), where L
is the length of the sequence [13,15]. However, the
composition vector is insufficient to represent a sequence,
since it only counts the frequencies of individual amino acids.
Therefore, along with the 1-tuple feature set, 2-tuple features
(when K=2) are constructed to generate the frequencies of
amino acid pairs (dipeptides) which provide more information
since they reflect interaction between local amino acid pairs.
Based on the frequency of collocation of amino acid pairs in
the sequence, all dipeptides in the sequence can be counted.
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Since there are 400 possible dipeptides (AA, AC, AD,…,YY),
a feature vector of that size is used to represent occurrence of
these pairs in the sequence[14]. As a result, we propose
representation that includes total of 400 + 20 + 1= 421
features (420 conditional attributes and 1 decision attribute)
that can be shown in Table 1.

IV. FEATURE SELECTION

A. Basics of Rough Set Theory

Rough Set Theory (RST) has been used as a tool to
discover data dependencies and to diminish the number of
attributes contained in a dataset using the data alone, requiring
no additional information [18].

Let I= (U, A U {d}) be an information system, where U is
the universe with a non-empty set of finite objects, A is a non-
empty finite set of conditional attributes, and d is the decision
attribute (decision table),∀ ∈ , there is a corresponding
function fa: U → Va, where Va is the set of values of a [20].
If ⊆ , there is an associated equivalence relation:= { , ∈ ∣ ∀ ∈ ,				fa(x) = fa(y)} (1)

The partition of U generated by IND(P) is denoted U/P.
If , ∈ ( ) , then x and y are

Table 1: Decision Table (amino acid composition of 2-tuple feature
vector

Obje
ct

A C . Y AA AC . YY Cla
ss

1 5.42 1.81 . 2.71 5.42 8.13 . 8.13 1

2 6.15 1.54 . 1.54 5.38 6.92 . 7.69 1

3 12.5 0 . 0 4.69 8.59 . 8.59 2

4 8.57 1.43 . 1.43 10 2.86 . 11.43 2

5 12.5 0 . 0 4.69 8.59 . 8.59 3

6 8.96 1.49 . 1.49 10.45 2.99 . 10.45 3

7 12.5 0 . 0 4.69 8.59 . 8.59 4

8 8.7 1.45 . 1.45 10.14 2.9 . 11.59 4

indiscernible by attributes from P. The equivalence
classes of the P-indiscernibility relation are denoted as [x]P.
Let X⊆U, the P-lower approximation and P-upper
approximation of set X can be defined as:= { ∈ ∣ P⊆ 	} (2)= { ∈ ∣ P∩ ≠ } (3)

Let , ⊆ be equivalence relations over U, then
the positive, negative and boundary regions can be defined as:
POSP(Q) = ⋃ ∈ ∣ (4)

NEGP(Q) = − ⋃ ∈ ∣ (5)

BNDP(Q) = ⋃ ∈ ∣ − ⋃ ∈ ∣ (6)
The positive region of the partition U/Q with respect

to P, POSP(Q), is the set of all objects of U that can be
certainly classified to blocks of the partition U/Q by means of
P. Q depends on P in a degree 	(0 ≤ ≤ 1) denoted by⇒kQ

K= γP(Q) =
| P( )|| | (7)

Where P is a set of all conditional attributes, Q is the
decision attributes, and γP Q is the quality of classification. If
k=1, Q depends totally on P; if	0 < < 1	, Q depends
partially on P; and if k=0 then Q does not depend on P. The
goal of attribute reduction is to remove redundant attributes so
that the reduced set provides the same quality of classification
as the original [19]. The set of all reducts is defined as:

= { ⊆ ∣ γR D = γC D , ∀ ⊂ ,	
γB D ≠ γC D }													(8)

B. Rough Set Improved Harmony Search Quick Reduct (RS-
IHS-QR) Algorithm

Harmony search (HS) is a relatively new population-
based meta heuristic optimization algorithm, that imitates the
music improvisation process where the musicians improvise
their instruments’ pitch by searching for a perfect state of
harmony. It was able to attract many researchers to develop
HS based solutions for many optimization problems [16]. This
method HSA is developed by Mahdavi et al. 2007 [17]. In
HSA , HMCR, PAR, bw, but PAR and bw are very important
parameters in fine-tuning of optimized solution vectors. The
traditional HS algorithm uses fixed value for both PAR and
bw. In the HS method, PAR and bw values are adjusted in
Step 1 and cannot be changed during new generations [22].
The main drawback of this method is that the number of
iterations increases to find an optimal solution. To improve
the performance of the HS algorithm and to eliminate the
drawbacks that lies with fixed values of PAR and bw, IHSA
uses variables PAR and bw in improvisation step (Step 3)
[21]. PAR and bw change dynamically with generation
number and expressed as follows:

PAR(gn) = PARmin +
PARmax - PARmin

NI
* gn (9)

Where, PAR(gn) = Pitch Adjusting Rate for each
generation PARmin = Minimum Pitch Adjusting Rate, PARmax

= Maximum Pitch Adjusting Rate, NI = Number of
Improvisations and gn = Generation Number

bw(gn) = bwmax* exp(c *gn);
c = ln [(bwmin / bwmax)] / NI (10)

Where, bw(gn) = Bandwidth for each generation
bwmin = Minimum bandwidth bwmax = Maximum bandwidth.

The Pseudocode of the Improved HS using Rough
Set based Quick Reduct is given in [6].

C. Rough Set Improved Harmony Search Relative Reduct
(RS-IHS-RR) Algorithm

An Improved HS algorithm was developed by
Mahdavi et al. 2007 [11], [17]. In the proposed algorithm,
HMCR, PAR, bw parameters are considered, but PAR and bw
are very important parameters in fine-tuning of optimized
solution vectors. The traditional HS algorithm uses a fixed
value for both PAR and bw. In the HS method, PAR and bw
values are adjusted and cannot be changed during new
generations [12]. The main drawback of this method is that
the numbers of iterations increases to find an optimal solution.
To improve the performance of the HS algorithm and to
eliminate the drawbacks that lies with fixed values of PAR
and bw, IHS algorithm uses variables PAR and bw in
improvisation step (Step 3) [6].The pitch adjustment rate
parameter causes a musician to selecta value neighboring to
its current choice. To achieve better results, we define lower
limit andupper limit of the PAR and bw. PAR and bw change
dynamically with generation number and expressed as
follows:

PAR(gn) = PARmin +
PARmax - PARmin

NI
* gn(11)

bw(gn) = bwmax* exp(c *gn);

c = ln [(bwmin / bwmax)] / NI (12)
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The Pseudocode of the RS-IHS-RR algorithm is
given in [23].

V. EXPERIMENTAL ANALYSIS
A. Data Source

In this paper, the protein primary sequence datasets
are derived from PDB (http://www.rcsb.org/pdb) on SCOP
classification. The Structural Classification of Proteins
(SCOP) database is largely a manual classification of
protein structural domains based on similarities of
their structures and amino acidsequences[8]. The data set
consists of sequences with 7623 of all α, 10672 of all β, 11048
of all α + β and 11961 of all α / β [3]. Among one thousand
sequences with combinations of all α , all β, all α + β and all α
/ β, each 250 sequences are taken for this study.

B. Results
A sequence of experiments was conducted to show

the efficacy of proposed feature selection algorithm. All
experiments have been run on a machine with 3.0 GHz CPU
and 2 GB of RAM. We implement proposed Improved
Harmony Search hybridized with

Table 2: Number of features selected by feature selection algorithms

Protein
Data
Set

Number of features
extracted using  K-tuple

sequences

Number of features
selected

1000
objects

K
Number of
Conditional

features

Number
of

decision
features

Improved
HSQR

Improved
HSRR

1 201 20 1 11 8

2 202 420 1 32 26

Rough Set Relative Reduct feature selection algorithm in
Matlab 2012a. The operating system is Windows Vista. For
experimental studies, we have considered 1000 objects from
SCOP classification of Protein Data Bank. The following
section describes the implementation results of this study.

The feature subset length and the classification
quality are the two criteria that are considered to assess the
performance of algorithms. Comparing the first criterion,
number of selected features shown in Table 2, the proposed
algorithm Improved Harmony Search Relative Reduct
outperforms the Improved Harmony Search Quick Reduct
algorithm in selecting smaller subset of features in both the
tuples which is compared in Fig. 1.

Second, we compare the other criterion, predictive
accuracy. The proposed algorithm Improved HS Relative
Reduct algorithms revealed best accuracy than

Fig1. Reduced Feature Set of 1-tuple and 2-tuples

Table 3: Classification accuracy of 1-tuple (K=1)
protein sequence features

Classification
Method

Predictive Accuracy(%)

Improved HSQR Improved HSRR

IBK 91.1 91.5

Kstar 90.0 91.2

Randomforest 88.5 88.9

J48 81.3 82.5

JRip 78.3 77.5

Fig 2. Classification accuracy of 1- tuple (k=1)
protein sequence features

an existing algorithm Improved HS Quick Reduct algorithm.
The predictive accuracy results of the existing and proposed
algorithms of 1-tuple and 2-tuples are compared in Table 3
and 4. Figs. 4 – 8 show the predictive accuracy for each of the
feature selection algorithms considered in this study.

Table 4: Classification accuracy of 2-tuple (K=2)
protein sequence features

Classification
Method

Predictive Accuracy (%)

Improved HSQR Improved HSRR

IBK 91.3 92.0

Kstar 90.8 91.5

Randomforest 91.7 91.9

J48 90.5 92.2

JRip 91.8 92.4

C. Discussion
Experimental results show that the use of irrelevant

features hurts classification accuracy and Feature Selection
technique is used to reduce redundancy in the information
provided by the selected features. Using only a small subset of
selected features, the proposed Improved HS Relative Reduct
algorithms
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Fig 3. Classification accuracy of 2- tuple (k=2)
protein sequence features

obtained better classification accuracy than the existing
algorithm compared in this study.To compare the performance
of the above feature selection algorithms, classification
techniques such as IBK, Kstar, Randomforest, J48 and JRip
are applied in this work.Theselected feature subset of protein
sequences are used as the input of the classifiers. All
experiments were carried out using a ten-fold cross validation
approach.

The results strongly suggest that proposed method
can assist in solving the high-dimensionality problem, and
accurately classifies the protein sequences to its corresponding
structures and can be very useful for predicting the function of
the protein. The proposed algorithm outperforms an existing
algorithm with all the classifiers considered in this study,
which is shown in Fig. 2 and Fig. 3.

VI. CONCLUSION

The aim of this study is to reduce the dataset by
eliminating the irrelevant features. In this work, the rough set
theory is hybridized with the Improved Harmony Search
Relative Reduct algorithm to classify the protein sequences.
The RS-IHS-RR algorithm has a number of advantages over
the existing algorithm. The reduced and relevant features help
in classifying the protein sequences very efficiently. The
experimental results show that how the meta-heuristics
approaches increases the predictive accuracy for the given
dataset. Hence the analysis section clearly proved the
efficiency and effectiveness of Harmony Search and RST
based approaches. As a future work, this model can also be
extended to hybridize advanced swarm intelligence techniques
such as bees colony optimization, fish swarm, cuckoo search
optimization etc.
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