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Abstract: Retrieval of information systems such as web 

interfaces services is a great technology in the web search 

services. In this paper, we present different approaches of 

information retrieval using document vector representation. 

The goal of information retrieval (IR) is to provide users with 

those documents that will satisfy their information need. 

Retrieval models can attempt to describe the human Process, 

such as the information need for interaction. Retrieval of 

information process has been a prominent and ongoing 

research in the field of natural language processing. 

Information Retrieval (IR) is searching for document or 

information in documents. Document can be text or 

multimedia and may reside on the web. The vector space mode 

is one of the classical and widely applied retrieval models to 

evaluate relevance of web page and efficient search for best 

documents. The retrieval of information consists of computing 

the Modified Cosine Coefficient Similarity Measure 

(MCCSM). To improve the quality of the search result returned 

by the internet which makes users have to look through a huge 

amount of links for the real answers, we utilized the high 

quality links Google produces and the Information Retrieval 

technology to implement a Question Answering (QA) system. 

This system analyzes and downloads the text contents from the 

relevant web pages Google searches based on the users’ 

questions to build a dynamic knowledge collection; retrieves 

the relevant passages from the collection and sends the ranked 

passages back. We utilized the high quality links Google 

produces and the Information Retrieval technology to 

implement a Question Answering (QA) system. In this paper, 

we present retrieval of document also involves the TF-IDF 

algorithm and Vector Space Model for the document indexing. 

We have modified the original Cosine Coefficient Similarity 

Measurement to rank the candidate answers. 

Keywords: TF-IDF; Vector Space Model, Cosine Similarities, 

Term-Document, Term-Query Matrices, Dot Products. 

I. INTRODUCTION 

 Retrieval of relevant documents using given set of 

document collection and Query Document, consist of a 

keywords which convey the semantics of the information need, 

we need to retrieve relevant documents. The following major 

models have been developed to retrieve information: the 

Boolean Model, the Statistical Model, it’s including the Vector 

Space and the Probabilistic Retrieval Model and the Linguistic 

Model and Knowledge-Based models. Both retrieval and 

browsing are, in the language of the World Wide Web, 

`pulling' actions. That is, the user requests the information in 

an interactive manner. An alternative is to do retrieval in an 

automatic and permanent fashion using software agents 

which push the information towards the user. 

Major Information Retrieval Models 

1. Standard Boolean  

2. Narrowing and Broadening Techniques   

3. Smart Boolean 

4. Extended Boolean Models 

5. Statistical Model  

(a).Vector Space Model  

(b).Probabilistic Model  

(c). Latent Semantic Indexing  

6. Linguistic and Knowledge-based Approaches  

(a). DR-LINK Retrieval System 

 

 Figure 1: Basic Information Document Retrival System 

The Boolean Model of information retrieval (BIR) is a 

classical information retrieval (IR) model and is the first and 

most adopted one, at the same time, the first and most-adopted 

one. It is used by many Information Retrieval systems used 

day. The Boolean Model of information retrieval (BIR) is a 

classical information retrieval (IR) model and, at the same 

time, the first and most-adopted one. It is used by many 

information retrieval (IR) systems to this day. The Boolean 

Information Retrieval is based on Boolean logic and 

classical set theory in that both the documents to be searched 

and the user's query are conceived as sets of terms. Retrieval is 

based on whether or not the documents contain the query terms 

[4].Vector Space Model is an algebraic model its involving two 

steps: (i).We represent the text documents into vector of words 

and (ii).We transform to numerical format so that we can apply 

any text mining techniques. 

As mentioned earlier, a Boolean query can be 

described in terms of the following four operations: degree and 

type of coordination, proximity constraints, field specifications 

and degree of stemming as expressed in terms of word/string 

specifications. Each of the four kinds of operations in the query 

formulation has particular operators, some of which tend to 

have a narrowing or broadening effect.  

They have some of the disadvantages of the 

traditional Boolean , describe such a method, called Smart 

Boolean, that to help users construct and modify a Boolean 

query as well as make better choices along the four dimensions 

that characterize a Boolean query. Several methods have been 

developed to extend the Boolean model to the following issues: 

1) The Boolean operators are too strict and ways need to be 

found to soften them. 2) The standard Boolean approach has no 

provision for ranking. 

https://en.wikipedia.org/wiki/Information_retrieval
https://en.wikipedia.org/wiki/Boolean_logic
https://en.wikipedia.org/wiki/Set_theory
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The vector space, probabilistic retrieval model and 

Latent Semantic Indexing & Clustering s are the three major 

examples of the statistical retrieval approach. Both models use 

statistical information in the form of term frequencies to 

determine the relevance of documents with respect to a query. 

The vector space model represents the documents and queries 

as vectors in a multidimensional space, whose dimensions are 

the terms used to build an index to represent the documents. 

The probabilistic retrieval model is based on the Probability 

Ranking Principle, which states that an information retrieval 

system is supposed to rank the documents based on their 

probability of relevance to the query. The two central 

quantities used are the inverse term frequency in a collection 

(idf), and the frequencies of a term i in a document j (freq(i,j)). 

In the probabilistic model, the weight computation also 

considers how often a term appears in the relevant and 

irrelevant documents. 

In the simplest form of automatic text retrieval, users 

enter a string of keywords that are used to search the inverted 

indexes of the document keywords is called Linguistic and 

Knowledge-based Approaches. This approach retrieves 

documents based solely on the presence or absence of exact 

single word strings query. DR-LINK is based on the concept of 

that retrieval should take place at the conceptual level and not 

at the word level. The DR-LINK retrieval system represents 

content at the conceptual level rather than at the word level to 

reflect the multiple levels of human language comprehension. 

The text representation combines the lexical, syntactic, 

semantic, and discourse levels of understanding to predict the 

relevance of a document. DR-LINK accepts natural language 

statements, which it translates into a precise Boolean 

representation of the user's relevance requirements. It also 

produces a summary-level, semantic vector representations of 

queries and documents to provide a ranking of the documents. 

II. RELATED WORK 

Jitendra Nath Singh and  Sanjay Kumar Dwivedi [32 ] 

Analysis of Vector Space Model in Information Retrieval. 

National Conference on Communication techniques with 

impack of next generation.Maron and Kuhns [34] in early 

1960, described probabilistic indexing technique in a 

mechanized library system yielding probable relevance. After 

word in 1983, Salton and McGill wrote a book [35] which 

discusses thoroughly the three classic models in information 

retrieval namely, the boolean, the vector, and the probabilistic 

models.The book by van Rijsbergen [17] covers the discussion 

on three classic models and majority of the associated 

technology of retrieval system. Frakes and Baeza-Yates [36] 

edited the book on information retrieval which mainly deals 

with the data structures used in general information retrieval 

systems. Also, it includes the issue of relevance feedback as 

well as some query modification techniques [7] and Boolean 

operations and their implementations [8]. Verhoeff, Goffman, 

and Belzer [37] described the shortfall of boolean queries for 

information retrieval. The concept of using boolean formalism 

in other frameworks had been the great interest area of the 

researchers. Lee et al proposed a thesaurus-based boolean 

retrieval system for ranking Vector space model has been the 

most popular model in information retrieval among the 

research vicinity because of the research outcome in indexing, 

term value specification in automatic indexing carried out by 

Salton and his associates [14, 07]. Most of this research deals 

with experiments in automatic document processing and 

different term weighting approaches for automatic retrieval 

[12].  

III. METHODOLOGIES AND TECHNOLOGIES 

IMPLEMENTED IN QA SYSTEM 

Some of the updated methodologies and technologies 

which are introduced in the papers published in the last five 

years are summarized. Each of them is presented with the 

structure as the motivation, explanation and evaluation. 

IV. EVALUATIONS 

Since we have modified both the traditional term-

based document search strategy by expanding the search 

queries and the CCSM algorithm to calculate the similarity of 

the retrieved documents from the web pages, we needed to 

design two evaluation schemes to test those two modified 

algorithms separately. Instead of having subjective surveys 

collecting the users’ experiences and opinions of our system, 

we preferred to evaluate them with some scalable and objective 

evaluations. Only the figures can prove the improvements and 

the performances of those two modified algorithms. 

V. EVALUATION ON DOCUMENT RETRIEVAL 

STRATEGY 

To evaluate our modified and improved document 

retrieval strategy which expands the received questions in our 

QA system, there are two factors need to be considered. First 

of all, one of them is how many relevant documents our system 

is able to retrieve from the document collection based on a 

question. The purpose of designing the search query expansion 

which is about adding the web page snippets to the query is 

helping our system retrieve more semantically related 

documents from the collection. Therefore, we are expecting 

our system is able to retrieve more relevant documents with the 

modified document retrieval strategy than using the traditional 

strategy. Another factor to consider the improvement is the 

number of irrelevant documents our system searches back. 

Since the raise of the number of the retrieved documents is not 

avoidable in our strategy, we need to calculate how many 

irrelevant documents are also sent back to the users which will 

disturb them searching their ideal answers.  

 

Figure 1 

Figure 1 shown above is comprised by two groups of 

recall values. The dotted line with the triangle the triangle 

markers represents the 35 recall values produced by the 

traditional document retrieval strategy which only searches the 

documents with the original queries. The real line with the 

diamond markers denotes another 35 recalls which were 

calculated for our  
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Figure 2 

Comparing with the two averages of recalls and precisions, we 

found some unexpected results. Since the new retrieval 

strategy offered our system a 1.4 times higher average recall 

than the traditional strategy did, it means the new strategy 

helped our system retrieve more relevant documents. Based on 

the theory, the new strategy was also supposed to bring the 

system the side-effect that more irrelevant documents were 

retrieved at the same time. In other words, the new retrieval 

strategy was theoretically expected to perform an obvious 

lower precision value than the traditional strategy did. 

However, the evaluation results were in the contrary situation: 

the average precision of the new strategy was even slightly 

higher than the precision of the traditional strategy. It was 

because during the experiment, our system retrieved 0 relevant 

documents for some New Strategy of Calculating Precision. 

• IF : all the relevant documents in the collection have been 

retrieved by the system 

 

Average of the new precisions produced by the 

traditional retrieval strategy was around 0.07. There was an 

obvious increase from the original average precisions to the 

new calculated average precisions. It was because when our 

system had successfully retrieved all of relevant documents in 

the collection for some questions; it also ranked them with the 

higher ranks. The users then did not need to go through the 

entire retrieved documents to read all the relevant documents. 

They stopped checking the documents at the lowest rank of the 

relevant documents. Thus, the new precision should be higher 

since the number of retrieved documents the users read was 

less than the total number of retrieved documents. 

Based on the recalls and the new precisions we 

calculated while answering those 35 questions with the local 

document collection. Our new document retrieval strategy 

which expands the search queries with the snippets of their 

related web pages performed remarkably better retrieval results 

than the traditional document retrieval strategy did. The new 

strategy’s expected lower precision as the trade-off of its 

higher recall did not appear since it made sure the system 

retrieve at least parts of the relevant documents back to the 

users. On the contrary, the traditional document strategy made 

the system to be over precise during the retrieval that none of 

relevant documents were searched in some cases. Furthermore, 

as both of the document retrieval strategies is the term-based 

search strategies which means as long as a document shares at 

least one common term with the question it will be retrieved, 

the higher recalls and the lower precisions are expected 70. For 

the users who search a particular type of information such as 

the medical knowledge and the law cases in our system, the 

higher recall helps them find what they need eventually. The 

lower precision does not bother them much since they have to 

find the information they need no matter how long it takes. 

Furthermore, we designed and conducted this 

evaluation to test the improvement of our new document 

retrieval strategy. During the ranking process, we did not use 

the MCCSM since the documents in the collection were not 

extracted from the related web pages. There were no 

corresponding web pages’ ranks to use to estimate the qualities 

of the local documents. We could not use the documents’ 

length as one of the factors to rank the retrieved documents 

since they did not use to be the paragraphs on some web pages. 

Thus, the evaluation results discussed above only describe the 

retrieval ability and improvement of our new document search 

strategy. 

 

VI. EVALUATION ON OVERALL PERFORMANCE 

Therefore, we have also designed another evaluation 

to test the whole performance of our QA system with the new 

retrieval and ranking strategies. There were two reasons we did 

not test the ranking algorithm MCCSM alone and compare the 

result with the CCSM’s. First of all, it is because of the two 

modifications made in the MCCSM. One of them is adding 

their corresponding web pages’ ranks into the similarity 

measurement to rank the retrieved documents. Another one is 

considering the length of each document during the ranking. 

As they were explained in the candidate answer ranking 

section, we treat those two new factors: web page rank and 

document length as two necessary. 

VII. IMPLEMENTATION 

In order to test and make use of the MCCSM 

algorithm and the modified and improved term-based 

document search strategy, we have successfully implemented 
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them together as a complete and functioning QA system. This 

QA system is dynamically connected with the Google search 

engine to access the abundant and up-to-date online 

information. Users can ask their questions in natural English on 

the unlimited topics to our system. Based their questions, our 

system is able to answer them with numbers of related and 

ranked documents as the candidate answers. Thus, the users 

can find the needed and correct information among those 

retrieved documents with less time spent. The QA system then 

is able to improve the quality of the online information 

retrieval eventually. 

During the implementation, we used Java with the 

NetBeans IDE 7.0.1 as our programming language and the 

coding environment. NetBeans offered us a visualized coding 

environment so that we could program and design the User 

Interface at the same time with a more straightforward view. 

The class-based and object-oriented features of Java 

programming language offered us an ideal programming 

structure to use to implement our algorithms and strategies. We 

were able to code the different steps of the process as the 

different classes in the separate objects. Thus, it is easier and 

clearer to monitor and test their functions and performance 

individually. It will be also easier to control the affections of 

the future modifications. 

CONCLUSION 

In this paper, we have introduced and explained our 

QA system which was designed for improving the retrieval of 

information on the Internet. Several modified and improved 

algorithms were embedded into this system in order to attain 

this goal. In this section, we are going to summary the 

functions and the performances of the main components in our 

system and also have an overall conclusion of this complete 

system. The initial motivation of our QA system was based on 

the web search engines’ search process and results. The users 

submit their questions to those web search engines in order to 

search some useful answers. There is a growing discrepancy 

between the retrieval approach used by existing commercial 

retrieval systems and the approaches investigated and 

promoted by a large segment of the information retrieval 

research community. The former is based on the Boolean or 

Exact Matching retrieval model, whereas the latter ones 

subscribe to statistical and linguistic approaches, also referred 

to as the Partial Matching approaches.  
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