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Abstract: In last few years there are major changes and 

evolution has been done on classification of data. As the 

application area of technology is increases the size of data also 

increases. Classification of data becomes difficult because of 

unbounded size and imbalance nature of data. Class imbalance 

problem become greatest issue in data mining. Imbalance 

problem occur where one of the two classes having more 

sample than other classes. The most of algorithm are more 

focusing on classification of major sample while ignoring or 

misclassifying minority sample. The minority samples are 

those that rarely occur but very important. There are different 

methods available for classification of imbalance data set 

which is divided into three main categories, the algorithmic 

approach, data preprocessing approach and feature selection 

approach. Each of this technique has their own advantages and 

disadvantages. In this paper systematic study of each approach 

is define which gives the right direction for research in class 

imbalance problem.  
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I. INTRODUCTION 

In many real time applications large amount of data is 

generated with skewed distribution. A data set said to be 

highly skewed if sample from one class is in higher number 

than other [1] [16]. In imbalance data set the class having more 

number of instances is called as major class while the one 

having relatively less number of instances are called as minor 

class [16]. Applications such as medical diagnosis prediction 

of rare but important disease is very important than regular 

treatment. Similar situations are observed in other areas, such 

as detecting fraud in banking operations, detecting network 

intrusions [10], managing risk and predicting failures of 

technical equipment. In such situation most of the classifier are 

biased towards the major classes and hence show very poor 

classification rates on minor classes. It is also possible that 

classifier predicts everything as major class and ignores the 

minor class. various techniques have been proposed to solve 

the problems associated with class imbalance [9], which 

divided into three basic categories, the algorithmic approach, 

data-preprocessing and feature selection approach. In data-

preprocessing technique sampling is applied on data in which 

either new samples are added or existing samples are removed. 

Process of adding new sample in existing is known as over-

sampling and process of removing a sample known as under-

sampling. Second method for solving class imbalance problem 

is creating or modifying algorithm. The algorithms include the 

cost sensitive method and recognition-based approaches, 

kernel-based learning, such as support vector machine (SVM) 

and radial basis function [16]. Applying an algorithm alone is 

not good idea because size of data and class imbalance ratio is 

high and hence a new technique i.e. the combination of 

sampling method with algorithm is used [12]. In classification, 

algorithm generally gives more important to correctly classify 

the majority class samples. In many applications miss-

classifying a rare event can be result in more serious problem 

than common event [11]. For example in medical diagnosis in 

case of cancerous cell detection, misclassifying non-cancerous 

cells may leads to some additional clinical testing but 

misclassifying cancerous cells leads to very serious health 

risks. However in classification problems with imbalanced 

data, the minority class examples are more likely to be 

misclassified than the majority class examples, due to their 

design principles, most of the machine learning algorithms 

optimizes the overall classification accuracy which results in 

misclassification minority classes. The paper is organized as 

follows: section 2 contains current approaches which gives 

basic techniques that used to solve the problem of imbalance 

dataset. Section 3 gives the review of related work that handle 

class imbalance problem. Section 4 gives comparative study of 

some algorithm and finally end with concluding conclusion in 

Section 5. 

II. EXISTING TECHNIQUES 

The literature survey suggests many algorithm and techniques 

that solve the problem of imbalance distribution of sample. 

These approaches are mainly dividing into three methods such 

as sampling, algorithms, and feature selection. 

1. Sampling  

Sampling techniques used to solve the problems with the 

distribution of a dataset, sampling techniques involve 

artificially re-sampling the data set, it also known as data 

preprocessing method. Sampling can be achieved by two ways, 

Under-sampling the majority class, oversampling the minority 

class, or by combining over and under sampling techniques.  

Under-sampling: The most important method in under 

sampling is random under-sampling method which trying to 

balance the distribution of class by randomly removing 

majority class sample. Figure 1 show the random under 

sampling method [4]. The problem with this method is loss of 

valuable information. 

 

Figure 1: Randomly removes the majority sample 

Over-sampling: Random Oversampling methods also help to 

achieve balance class distribution by replication minority class 

sample. 
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Figure 2: Replicate the minority class samples 

There is no need to add extra information, it reuse the data 

[12]. This problem can be solving by generating new synthetic 

data of minority sample. SMOTE generates synthetic minority 

examples to over-sample the minority class. In this method 

learning process consume more time because original data set 

contain very small number of minority samples. 

2. Algorithms 

A several new algorithms have been created for solving the 

class imbalance problem. The goal of this approach is to 

optimize the performance of learning algorithm on unseen 

data. One-class learning methods recognized the sample 

belongs to that class and reject others. Under certain condition 

such as multi-dimensional data set one class learning gives 

better performance than others [5]. Instated of changing class 

distribution applying cost in decision making is another away 

to improve the performance of classifier. Cost-sensitive 

learning methods try to maximize a loss function associated 

with a data set. These learning methods are motivated by the 

finding that most real-world applications do not have uniform 

costs for misclassifications. The actual costs associated with 

each kind of error are unknown typically, so these methods 

need to determine the cost matrix based on the data and apply 

that to the learning stage. A closely related idea to cost-

sensitive learners is shifting the bias of a machine to favor the 

minority class [8]. The goal of cost sensitive classification is to 

minimize the cost of misclassification, which can be realized 

by choosing the class with the minimum conditional risk. 

Table 1 gives the cost matrix which contains two classes I & j. 

λij cost of misclassification. Diagonal element are Zero indicate 

that cost of correct classification has no cost. Another 

algorithmic approach for skewed distribution of data is 

modifying the classifier [8]. Kernel based approach borrows 

the idea of support vector machines to map the imbalanced 

dataset into a higher dimension space. Then by combining with 

oversampling technique or ensemble method, the classifier is 

supposedly to perform much better than learning from the 

original dataset. 

Table 1: Cost matrix 

 

In terms of SVMs, several changes have been made to improve 

their class prediction accuracy and result suggests that SVM 

have ability to solve the problem of skewed vector without 

introducing noise [9]. Boosting methods can be combined with 

SVMs very effectively in the presence of imbalanced data 

[16]. 

3. Feature Selection  

The goal of feature selection, in general, is to select a subset of 

j features that allows a classifier to reach optimal performance, 

where j is a user-defined parameter. For high-dimensional data 

sets, it uses filters that score each feature independently based 

on a rule. Feature selection is a key step for many machine 

learning algorithms, especially when the data is high-

dimensional. Because the class imbalance problem is 

commonly accompanied by the issue of high dimensionality of 

the data set, hence applying feature selection techniques is 

essential. Sampling techniques and algorithmic methods may 

not be enough to solve high dimensional class imbalance 

problems [5]. Feature selection as a general part of machine 

learning and data mining algorithms has been thoroughly 

researched, but its importance to resolving the class imbalance 

problem is a recent development with most research appearing 

in the previous several years [18]. In this time period, a 

number of researchers have conducted research on using 

feature selection to combat the class imbalance problem. 

Ertekin [17] studied the performance of feature selection 

metrics in classifying text data drawn from the Yahoo Web 

hierarchy. They applied nine different metrics to the data set 

and measured the power of the best features using the naive 

Bayes classifier. 

III. LITERATURE SURVEY 

Miho Ohsaki et. al, 2017[1], There have been many attempts 

to classify imbalanced data, since this classification is critical 

in a wide variety of applications related to the detection of 

anomalies, failures, and risks. Many conventional methods, 

which can be categorized into sampling, cost-sensitive, or 

ensemble, include heuristic and task dependent processes. In 

order to achieve a better classification performance by 

formulation without heuristics and task dependence, we 

propose confusion-matrix-based kernel logistic regression 

(CM-KLOGR). Its objective function is the harmonic mean of 

various evaluation criteria derived from a confusion matrix, 

such criteria as sensitivity, positive predictive value, and others 

for negatives.  

[2] Alberto Fernández et. al, 2017[2], BigData applications 

are emerging during the last years, and researchers from many 

disciplines are aware of the high advantages related to the 

knowledge extraction from this type of problem. However, 

traditional learning approaches cannot be directly applied due 

to scalability issues. To overcome this issue, the MapReduce 

framework has arisen as a ―de facto‖ solution. Basically, it 

carries out a ―divide-and conquer‖ distributed procedure in a 

fault-tolerant way to adapt for commodity hardware. Being 

still a recent discipline, few researches has been conducted on 

imbalanced classification for Big Data.  

Vaibhav et. al, 2014[3], classification of the data collected 

from students of polytechnic institute has been discussed. This 

data is pre-processed to remove unwanted and less meaningful 

attributes. These students are then classified into different 

categories like brilliant, average, weak using decision tree and 

naïve Bayesian algorithms. The processing is done using 

WEKA data mining tool. This paper also compares results of 

classification with respect to different performance parameters. 

Kaile Su et. al, 2014[4], Rough set theory provides a useful 

mathematical concept to draw useful decisions from real life 

data involving vagueness, uncertainty and impreciseness and is 

therefore applied successfully in the field of pattern 

recognition, machine learning and knowledge discovery. This 

paper presents an overview of basic concepts of rough set 

theory. The paper also surveys applications of rough sets in 

feature selection and classification. 
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Senzhang Wang et. al, 2012[5], Re-sampling method is a 

popular and effective technique to imbalanced learning. 

However, most re-sampling methods ignore data density 

information and may lead to over fitting. A novel adaptive 

over-sampling technique based on data density (ASMOBD) is 

proposed in this paper. Compared with existing re-sampling 

algorithms, ASMOBD can adaptively synthesize different 

number of new samples around each minority sample 

according to its level of learning difficulty. Therefore, this 

method makes the decision region more specific and can 

eliminate noise. What's more, to avoid over generalization, two 

smoothing methods are proposed.  

IV. COMPARATIVE STUDY 

Analysis drawn from comparative study of each of the 

algorithm is shown in following table. 

 

Table 2: Comparative Study 

Authors Title Publication Methodology Outcomes 

Miho ohsakil 

 

Confusion matrix based 

kernel logistic regression for 

imbalanced data 

classification 

IEEE transactions on 

knowledge and data 

engineering2017 

Confusion matrix based 

kernel logistic 

regression 

 

Inconsistency exist 

 

Alberto Fernandez An insight into imbalanced 

big data classification 

outcome and challenges 

Springer journal of big data Map reduce Low precision 

Vaibhav 

 

Classification and 

performance evaluation 

using data mining algorithms 

International journal of 

innovative  research in science 

engineering and technology 

Decision tree and naïve 

Bayesian 

 

 

High complexity 

 

 

Many areas are affected by class imbalance problems. The 

solution provided by many techniques in data mining is helpful 

but not enough. The consideration of which technique is best 

for handling a problem of data distribution is highly depends 

upon the nature of data used for experiment. 

CONCLUSIONS 

Practically, it is reported that data preprocessing provide better 

solution than other methods because it allow adding new 

information or deleting the redundant information, which helps 

to balance the data. Another method that helpful to solve the 

problem of class imbalance is boosting. Boosting is powerful 

ensemble learning algorithm that improved the performance of 

weak classifier. The algorithm such as RUSBoost, 

SMOTEBoost is an example of boosting algorithm. Feature 

selection method can also used for classification of imbalance 

data. The performance of a feature selection algorithm depends 

on the nature of the problem. Finally, this paper suggests that 

applying two or more technique i.e. hybrid approach gives 

better solution for class imbalance problem. 
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