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Text Recognition in an Image Using Statistical Method
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Abstract— Nowadays content-based retrieval is pivotal issue in design of multimedia systems, which requires pattern matching and human cognition process. Literature survey reveals that huge scope is available to work in the area of text information retrieval from image files. Due to varying pattern in the image size, shape and orientations of text in images, it is computationally difficult to extract information from image files. The work is based on the Image Processing techniques and cognitive graphics. In this work an image will be pre-processed through the image processing techniques, and later will be matched with the standard available structures. This work will be a small attempt to understand the working of algorithms to identify and extract the individual letters and numbers.
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I. INTRODUCTION

The Human Brain, One of the most powerful processor of the world has the incredible capability to identify, recognize understand and to differentiate. The vision or say perception of brain in its own is a unique feature of nature Our brain would easily identify recognize and differentiate between different types of shape size, orientation, textures, colors and so it could easily observe the unique and different patterns. However, when it comes to computational ability a machine takes over the advantage. The text in an image could be seen and recognized by the brain easily but if we say it for a computer it becomes a tough task. The computer should be able to recognize the characters in an image by some way or the other, which may be of any type, so the text, could be retrieved and thus opens a way to perform word processing over the text.

II. REVIEW OF CONCEPTS AND THEORIES

Following are some state of art techniques in Information retrieval from multimedia systems,

A. Classification and Learning for Character Recognition:

Classification methods is based on learning from examples. These techniques have been widely applied to character recognition from the 1990s. It includes statistical methods, artificial neural networks, support vector machines, multiple classifier combination etc

B. Optical Character Recognition:

This technique was developed to translate scanned images of handwritten, typewritten or printed text into machine- encoded text. Tesseract, originally developed as proprietary software at Hewlett-Packard between 1985 and 1995, now sponsored by Google, is considered to be one of the most accurate open source OCR engine currently available.[2]

C. Text Correction:

Since the result returned by the OCR engine is not be always correct due to image imperfections. Hence The text correction is a necessary step after OCR. This type of errors can be categorized into so called non-word error – which means that the text string returned by OCR does not correspond to any valid word in a given word set. Existing robust text correction algorithms have a good performance in correcting this type of non-word error.[2]

D. Text Extraction:

Text extraction techniques are widely studied because text embedded in images and videos may provide important information. Many characteristics of text regions have been summarized and characterized effectively by several features, e.g. text pixels have near-homogeneous colour, character strokes form distinct texture, etc. Y. Hasan and J. Karam developed a text extraction algorithm that utilized morphological edge/gradient detection. [2]

E. Artificial neural networks:

Pattern recognition is the area that employees’ techniques like Feed forward neural networks, including multilayer perceptron (MLP), radial basis function (RBF) network, higher-order neural network (HONN) etc. Here the connecting weights are usually adjusted to minimize the squared error on training samples in supervised learning. Using a modular network for each class was shown to improve the classification accuracy. A network using local connection and shared weights, called convolution neural network, has reported great success in character recognition [6].

III. PROPOSED METHOD

From Literature survey it is clear that less significant work has been done in the field of text extraction from a multimedia content. Some work has been done in identifying text contents from image files. We propose here a method for recognizing each and every character as a different object. At the initial level the method will count the number of characters present in the Image and individually check them with the predefined dataset.

A. Assumptions: Consider an image with following characteristics

1. RGB image containing only two colors, black and white. (For example scanned copy of a B&W newspaper)
2. Proposed algorithm will Works only for special font type.
3. In the current paper we have have taken font type in image as Aarial, Aarial Black.
4. Proposed algorithm works for font size 10 to 72.

The proposed system has the following key points:
1. A rectangular boundary or window that surrounds characters in the image file is selected. This reduces the processing overheads.
2. A mechanism to count the number of objects (characters) in sample RGB image is to be devised.
3. Each character is individually checked against a fixed value from predefined dataset.
4. Co-relation coefficient among the datasets with the input text part of RGB image will be used to check the matching percentage. The higher the correlation coefficient shows higher matching accuracy that leads to high probability of the specified characters.

The above proposed method which recognize characters can be divided in following steps

- Segmentation Algorithm
- Character Detection algorithm
- Binarizing Technique
- Matching Algorithm

**B. Detection Algorithm:**

The detection algorithm detects the local text area, by first reducing an RGB image $X$ to a gray scale image $Y$ in relation with $Y = 0.299R + 0.587G + 0.114B$. Where each pixel value is calculated by above formula. The gray scale image has colors (shades of gray) ranging between 0-255. A threshold value from 100-210 be taken to reduce the higher color values. Later the connected components are found and labelled accordingly, after that the text area including all the connected component only is returned. The text area is selected by finding the height of connected components closer to the boundary. This algorithm also counts the number of connected components.

**C. Binarization:**

In this technique the image is represented by only two values $0$ and $1$. The $0$ represents the absence of the data whereas the $1$ represents the presence of data. Binarization is an important step serving the purpose of only remaining text(data) in an image.

**D. Segmentation:**

The segmentation allows each of the objects in the text area to be cut and saved in a structure for further processing. Each object can now be seen in seen with its real characteristics.

**E. Matching Algorithm:**

The resulting template is matched with standard templates and on the basis of correlation coefficient for the two $N \times M$ matrix (25 x 17 in above case) type of object structures each having pixel values as there elements.
The method followed in the proposed system was based on calculating correlation coefficient for the two matrix with same dimension where the elements of matrix are the corresponding pixel value.
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Matrix 1 (Predicted Structure)  Matrix 2 (Standard Structure)

In order to estimate the character in found structure the matrix of type 1 should be compared with each standard available structure.

**IV. COLLECTION OF DATA**

Data for 0:

![Data for 0](image)

Data for ‘A’:

![Data for ‘A’](image)

**V. ANALYSIS OF DATA**

The data we have collected is the data having the image representation as bits representation and by observing the bit pattern the data can be identified. Some of the graphical patterns like spy graph, contours, and normal bit representation of the image were plotted of which spy graphs are shown below for some random digits and alphabet like 0 and A. The other characters are not represented here but have the same kind of bit representations.

![Spy Graph](image)

**CONCLUSIONS**

The work includes 4 steps: Detection, Binarizing, segmentation followed by matching. Applying a simplistic statistical method of correlation provided an advantage of solving certain critical identification issues such as detection of character 'T', the difference between alphabet 'C', 'Q', 'O', and the most important one difference between alphabet 'O' and digit '0'. The accuracy of the current work is about 99% (approx.) for font face Arial, however size may vary from 10 to 72, the RGB image taken in account included two colors, black and white. This work had a large scope and opportunities in future in the field of content based retrieval, computer vision, machine learning, and artificial intelligence.
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